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Dynamic Programming Revisited

Some of the slides are from http://www.robots.ox.ac.uk/~az/lectures/opt
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Dynamic Programming

DP
Optimal Decision Making: Shortest Path(Dijkstra’s Algorithm)

Optimal Control: LQR

Optimal Estimation: Kalman Filter

Principle of Optimality, Complexity analysis

Learning
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Principle of Optimality

● Assertion: If s-p-g is the optimal path from s to g, then p-g is the optimal 

path from p to g

● Bellman has called the above property of an optimal policy the Principle of 

Optimality- “An optimal policy has the property that whatever the initial state 

and initial decision are, the remaining decisions must constitute an optimal 

policy with regard to the state resulting from the first decision”
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Principle of Optimality
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Dynamic Programming extends the above decision making concept to 
sequence of decisions which together define an optimal policy and 
trajectory
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Dynamic Programming

• Applies to problems where the cost function can be:

- decomposed into a sequence (ordering) of stages, and 

- each stage depends on only a fixed number of previous stages

• The cost function need not be convex

* Also called the “Viterbi” algorithm
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Discrete vs Continuous DP

● Discrete dynamic programming problems: Number of stages is finite 

● When the number of stages tends to infinity then it is called an infinite-

stage problem 

● Continuous problems are used to solve continuous decision problem

● The classical method of solving continuous decision problems is by the 

calculus of variations
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Discrete vs Continuous DP

● However, the analytical solutions, using calculus of variations is applicable 

only for very simple problems

● The infinite-stage dynamic programming approach provides a very efficient 

numerical approximation procedure for solving continuous decision 

problems 

● For discrete dynamic programming model, the objective function value is 

the sum of individual stage outputs

● For a continuous dynamic programming model, summation is replaced by 

integrals of the returns from individual stages 

● Such models are useful when infinite number of decisions have to be 

made in finite time interval 
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Dynamic Programming

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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Dynamic Programming

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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Dynamic Programming

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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Dynamic Programming

Algorithm 

(optimal trajectory)

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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DP on Graphs

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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DP on Graphs

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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DP on Graphs

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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DP on Graphs

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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DP on Graphs

Source: http://www.robots.ox.ac.uk/~az/lectures/opt
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Characteristics of DP solution

[1] Absolute Minimum
- The solution obtained from DP is the absolute(or global) minimum

[2] DP vs Exhaustive Search
- DP makes the direct search feasible b/c, instead of exhaustive search, 
we consider only those that satisfy a necessary condition – “the principle 
of optimality
- The number of calculations required by exhaustive search (direct 
enumeration) increases exponentially with the number of stages, while 
those of DP increase linearly

Exhaustive Search: O(hn)

DP:O(nh2) ~O(nh3)
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Curse of Dimensionality

● Limitation of dynamic programming: Dimensionality restriction

● The number of samples we have to visit increases rapidly as the 

number of variables and stages increase, even though we use DP.

*The interpretation of Curse of Dimensionality is not unique.
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Shortest Path Problem

Given: a weighted directed graph, with a single source s

Goal: Find the shortest path from s to t

Length of path = Σ Length of arcs

s

g
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Dijkstra’s Algorithm(‘59)

Given: a directed graph with non-negative edge costs

Find: the shortest path from s to every other vertex

• pick the unvisited vertex with the lowest distance to s

• calculate the distance through it to each unvisited neighbor, and 

update the neighbor's distance if smaller 

• mark vertex as visited once all neighbors explored 
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Dijkstra’s Algorithm(‘59)
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Dijkstra’s Algorithm(‘59)

s

t
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Continuous LQR
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Continuous LQR

Stationary case(P = constant) was discussed in the previous lecture
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Discrete LQR
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Exercise!

Feedback controller!!

Discrete LQR
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Exercise!

Discrete LQR


